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ABSTRACT

Web filtering systems allow or prohibit access to websites based on categories (e.g., pornography,
violence, sports, etc.). Categorization of websites can be done automatically or manually. Automatic
categorization is prone to under- and over-blocking. On the other hand, manual approach istypically
performed by alimited number of people making it not scalable.

Collaborative web filtering systems, a variation of manual categorization, allow anyone to categorize
websites in order to determine which domain these sites belong (e.g., pornography, violence, sports,
etc.). Thisattemptsto solve the scalability issue of the typical manual method.

The approach offered by collaborative web filtering relies heavily on the contribution of usersin order
to make the system scalable and less prone to errors.  However, its successis greatly dependent on user
cooperation. To promote cooperation, reputation system can be used in web filtering.

A previous study called Rater-Rating promotes cooperation and explores the use of a user-driven
reputation system that measures both the contributor and rater reputation of users of acollaborative web
system. However, Rater-Rating isconsensusdependent. If the number of malicious usersare morethan
their good counterparts, the reputation system can be defeated. In other words, the system can
mistakenly give malicious users a high reputation value.

This study discusses a reputation system called Tulungan that is consensus-independent. It can detect
the presence of malicious users even if the number of their good counterparts are fewer. A simulation
result that compares the effectiveness of Tulungan relative to Rater-Rating is presented in this paper.
The simulation showsthat Tulungan is till effective even with 25% good users while Rater-Rating
reguires at least 50% good users to be effective.
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INTRODUCTION

Collaborative web systems such as Wikipedia
(Wikipedia, the free Encyclopedia [Online] , 2001)
and Untangle (Untangle - Multi-functional firewall
Soft- ware - Open Source Content Filter and
Spam Filter [Onling] , n.d.) allow anyone to
contribute information. Such set-up allows these
systems to grow since contribution can come from
different parts of theworld (Ebner & Zechner, 2006).
However, open collaboration aso is prone to issues
such as low credibility and inaccuracy of contents.
These can be caused by malicious contributors who
vandalize contentsin such systems (Chesney, 2006).
In some cases, “lazy” contributors, as opposed to
malicious ones, may haphazardly post entrieswithout
verifying their correctness. There are also deviant
contributors, whoseintentionsare good, however, their
view deviates from other users such that their
contributions are generally considered asincorrect.

Because of such problems, reputation systems are
developed to measure the credibility of contentsand/
or contributors. A reputation system is composed of
severa interacting modules that address problems
such as existence of bad contributors and
contributions. To solve such problems, algorithmson
distinguishing good and bad contributors and
contributions are developed and implemented inthese
modules. These a gorithms utilizeinformation gathered
from transactions in a web system to assess
contributors and contributions (Kennes & Schiff,
2003). Transactions can bein the form of purchase or
sale in e-commerce sites or contribution in
collaborative systems.

This paper presents a reputation system called
Tulungan that can detect the presence of malicious
users even if the number of their good counterpart
are fewer. A simulation result that compares the
effectiveness of Tulungan relative to Rater-Rating is
presentedin thispaper. Asidefromthis, thesimulation
al so determines the minimum percentage of good users
needed in order to ensure that the system can
differentiate good from malicious users.
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REVIEW OF RELATED WORK

Reputation systems can be classified into two: (a)
content-driven and (b) user-driven.

2.1 Content-Driven Reputation System

Content-driven reputation system relieson the content
to determine the accuracy of information. As an
example, WikiTrust (Adler & Alfaro, 2007; Adler,
Chatterjee, et al., 2008; Adler, Alfaro, Pye, & Raman,
2008) relies on the contents of Wikipedia pages to
determine their accuracy. The stability of a content
is equated to its credibility. It assumes that the less
frequent an entry of aWikipediapageischanged, the
more credibleit is since reviewersfind it as already
accurate and does not require any correction.
However, such an assumption may lead to a wrong
conclusion since a “non-edit” to an entry does not
necessarily imply that thesaid entry iscorrect. There
are cases when authors are “lazy” in reviewing and
editing an entirearticleand focusonly in entriesthat
interest them thereby leaving other entries unedited.
For exampl e, abiography entry inWikipediaisproven
inaccurate evenif itisnot edited for 132 days (Cross,
2006). If thecredibility of thisentry ismeasured using
WikiTrug, itispossiblethat it will beincorrectly labelled
as accurate.

2.2 User-Driven Reputation System

User-driven reputation system relieson user rating to
measure the accuracy of contents. For instance,
users of Reddit can provide contents and theseare
assessed by other users by rating them as good or
junk (Reddit.com: Help [Onling] , n.d.). It solves
theissueof itscontent-driven counterpart by not relying
on the frequency of edits to determine if submitted
contents are accurate. Itsaccuracy is measured based
on the rating of users.

In order to make user-driven reputation system
successful, cooperation among raters is needed.
Without cooperation, raters may not provide any
feedback (Steiner, 2003) or if ever they provide one,
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itisbiased or negatively influenced by external factors.
In other cases, the users may even manipulate the
system to improve their own reputation or degrade
the reputation of others.

Encouraging raters to provide honest rating can be a
challenge as seen in websitesthat utilize such system.
In eBay, some raters refuse to give negative ratings
for fear of retaliation. Such incorrect rating has
negative effects to users of collaborative sites (Yao,
Fang, Dineen, & Yao, 2009). There are even cases
when users resort to self-rpomotion by resorting to
Sybil attack (Douceur, 2002). Sellers in eBay can
create alter egos or phantom user accounts and use
theseto give apositiverating to their original account
(Zittrain, 2008; Some eBay Users Abuse Auction
Site’s Feedback System, Professor Finds [Online],
2007). Aside from self-promotion, users may resort
to other form of attacks such as whitewashing,
slandering, orchestrated, and denial of service
(Hoffman, Zage, & Nita-Rotaru, 2009).

There are reputation systems that encourage
cooperationt. However, they aredesignedtowork in
mobile ad-hoc networks (MANETS) (IETF MANET
Working Group. Mobile Ad Hoc Networks
(MANET). WorkingGroup charter [Onling], n.d.)
and not in collaborative web systems.

A MANET isacollection of mobile devicesor nodes
that communicate with each other through wireless
technology. Sincewirelesscommunication hasafinite
and limited range, nodesinaMANET needtorely on
each other to forward and route messages. Several
routing algorithms such as Dynamic Source Routing
(Johnson, Maltz, & Broch, 2001) and Ad-hoc On
Demand Distance Vector Routing (Perkins & Royer,
1999) allow mobile nodes to determine the path a
message should passthroughinorder for it to berouted
from one node to another. These routing algorithms
assume that nodes are cooperative and are expected
to forward messagesin behalf of other nodes (Trivedi
et a., 2009). However, due to resource constraints
such asbattery life, nodestend to be selfish and refuse

1In reputation systems, encouraging cooperation can be
accomplished by making misbehavior unattractive or by providing
incentive for good behavior (Buchegger & Le Boudec, 2002b).
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to forward messages in order to limit battery
consumption. There are also cases where nodes are
programmed to be maliciousand cause problemsina
MANET.

Dueto selfishand malicious nodes, several reputation
systems were introduced to mitigate the effects of
such nodes (Marti, Giuli, Lai, & Baker, 2000;
Buchegger & LeBoudec, 20023, 2002b; Michiardi &
Molva, 2002; Bansa & Baker, 2003; Hu & Burmester,
2006). In a system proposed by (Marti et al., 2000),
mi sbehaving nodes are mitigated through the use of
two components, a watchdog and a pathrater. The
watchdog is used to identify misbehaving nodes. This
is accomplished by checking which nodes do not
forward packets. Once misbehaving nodes are
determined, the pathrater usesthisinformation to know
which nodes are morereliablein forwarding packets.
The pathrater prevents messages from not being
forwarded by avoiding apath that includes mishehaving
nodes. However, such system may ironically
encourage misbehavior of nodes since amisbehaving
node will be off-loaded from forwarding messages.
As aresult, its battery life can be conserved. A
modification of this system, caled CONFIDANT,
was presented in (Buchegger & Le Boudec, 2002a)
and its result shown in (Buchegger & Le Boudec,
2002b).

CONFIDANT implementsaconcept called neighbor
watch. In this scheme, neighboring nodes monitor
and detect malicious activities. This increases the
chanceof dl legitimate nodesdetecting bad behavior
since neighbor watch allows multiple nodesto report
malicious activities. Aside fromthis, it punishesbad
behavior by not providing services to misbehaving
nodes. This solves the issue presented by (Marti et
al., 2000).

Two systems CORE (Michiardi & Molva, 2002)
and OCEAN (Bansal & Baker, 2003) provide a
similar scheme presented by (Marti et al., 2000;
Buchegger & Le Boudec, 2002a). In addition, they
addressed problems concerning reporting false
misbehavior which can result to denial of service.
CORE accomplishesthisby ignoring negativereports
and focusing only on positive ones. Onthe other hand,
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second-hand information regardless if the report is
negative or positive.

Another reputation system called Lars (Hu &
Burmester, 2006) addresses the same concern solved
by CORE and OCEAN. However, Lars does not
ignore negativereports. Reportson misbehavior are
still processed in this scheme as long as they are
reported by asignificant number of nodes.Thisreduces
the chance that a well-behaved node will be denied
service.

Several concepts applied in MANET reputation
systems can be applied in collaborative web systems
(Pantola, Pancho-Festin, & Salvador, 2010). Usersof
collaborative web systems can begiven an additional
task of reviewing and rating the work of contributors
in order to improvethe accuracy of the contributions.
However, such extrawork may not be attractive to
“lazy” users who tend not to review the contribution
of others. Systems applied to mobile nodes to
encourage message passing can also be applied to
users to encourage them to review and rate.

Collaborative web systems may require users to
review the work of others. However, there is no
assurance that they will do it properly. The concept
of watchdog in the system of (Marti et al., 2000) can
be applied in collaborative systemsin order to detect
raters who “misbehave” or those who do not review
and rate properly.

Once misbehaving users are detected, there should
be acorresponding penalty similar to CONFIDANT.
Oneway toimplement thisisto compute not only the
reputation of users based on the quality of their
contribution but also consider their reputation when
rating the contribution of others. Bad raters can be
penalized by not requiring other usersto review their
work. An unreviewed work should be given a low
rating and thus the reputation of the author of a sub-
standard work is also negatively affected. However,
caution must be exercised when implementing such
approach since other users of such collaborative web
systems may be ultimately affected if many
contributionsremain unreviewed.
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The implementation of the reputation system must
also consider denial of service. The rating made by a
good rater may be manipul ated by misbehaving ones
in order to bring down the reputation of the former.
CORE, OCEAN, and Lars can be adopted to address
such concern.

Asmentioned above, concepts behind these reputation
systemsfor MANETSs can be adopted by collaborative
web systems such as community-based web filtering.

Web filtering istheevaluation of web resources in
relation to aset of parameters. Such evaluation can
be used to regulate access to web contents (Bertino,
Ferrari, & Perego, 2010) such as pornography,
violence, and racism. (Bertino, Ferrari, Perego, &
Zarri, 2005) presented an integrated approach to rating
and filtering web content. It combines existing
approaches (i.e. list-based and metadata-based) with
content labelling. Thismitigates problems of previous
systemsthat enforce arestrictive and often ineffective
filtering. Such ineffectiveness resultsto under- and/
or over-blocking of web access(e.g., pornographic
and gynecology sitesare considered ashaving smilar
category). However, these list-based and metadata-
based filtering approaches have deficiencies and are
inadeguate (Noll & Meinel, 2006). These methods do
not scale with the rapid growth of the Internet.
Manually updating alist or metadata cannot catch up
with theincreasing number of new websites. 1n 2005,
therewere approximately 63 million active websites,
with an average increase of 1.2 million sites per
month (Noll & Meinel, 2005). A survey conducted
by Netcraft (Netcraft - Internet Research, Anti-
Phishing and PCl Security Services [Onling],
n.d.) in November, 2010 saw an increase on the
number from 63 to 100 million active websites.

There are algorithms available that can potentially
automate the process of list-based and metadata-
based approaches. However, such algorithms face
particular challenges. Aside from difficulty in
extractinginformation fromweb documents containing
different types of data (e.g., images, videos, Java
appl ets, or Flash animation), these al gorithms depend
heavily on the quantity and quality of training input

Science Diliman (July-December 2011) 23:2, 17-39



(Noll & Meinel, 2006). With the current number of
active websites, the training phase would either be
inadequate or take too long.

Due to these challenges, social or collaborative web
filtering becomes a practical alternative. This
approach empowers the end users (i.e., actual
recipientsof web content) to categorize websites (Noll
& Meinel, 2006). Thisis aform of crowdsourcing
that utilizes the Internet (Following the crowd [ On-
ling], 2008). Crowdsourcing (Howe, 2006), isthe act
of takingajobtraditionaly performed by adesignated
agent (usually an employee) and outsourcing it to
an undefined, generally largegroup of peopleinthe
form of an open call. This large group can bethe
community of Internet users that can collaborate in
performing web filtering.

TaggyBear (Noll & Meinel, 2008) is an example of a
scalable collaborative webfilter. Itallowsend users
tocollaborately categorize web pagesand mark them
asobjectionable (e.g. pornographic content, violence,
racism) or dangerous (e.g. phishing, malware). It
uses severa types of information like user and
community?. The user information provides the
category of a particular website based on the
perception of auser. An aggregate of the categories
made by several users is known as “community
information”. As an example, a website with a
community information of porn:13:68 meansthat 13
out of 68 users categorized the website as a
pornographic site.

Other established websites such as OpenDNS
(OpenDNS - Solutions - Business/Enterprise -
Web Content Filtering [Online], 2008) and
Untangle (Untangle - Multi-functional firewall
Software - Open Source Content Filter and Spam
Filter [Onling], n.d.) apply a similar concept of
categorizing other websites through the help of end
users.

2The term used in TaggyBear is actually types of rating and not
types of information. However, in order not to confuse with the
rating that this study is focusing on, the word information is used
instead.
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OpenDNS started as a DNS service in 2006 and
eventually widened its function by including
collaborative web filtering. Registered users can
categorize websites (e.g., gambling, video sharing,
social networking). Other users can vote on the
accuracy of the category made (Broersma, 2008).
Un- like Taggbear, the web filtering service offered
by OpenDNS is cloud-based and is meant for
enterprise deployment (A Radically Smpler
Approach to Web Content Filtering and Security
[White paper], n.d.).

Untangle also offers web filtering service. Using
its web filter submission tool, registered users can
contribute by categorizing different web URLS
(Untangle - WebFilter Technical Specifications
[Onling], n.d.). However, unlike Taggybear and
OpenDNS, contributions made by the users are
verified and approved by the technical support of
Untangle (Untangle - Web Filter submission tool
[Onling], n.d.) that act as community or content
managers. These managers are responsible for
sustaining and nurturing the contributions (Gray,
2010). Thismakesitsweb filtering less scalablesince
the verification processis done by arelatively fewer
number of people.

The three collaborative web filtering systems enable
registered users to categorize websites. However,
TaggyBear relieson the consensusof the majority to
determine the accuracy of a category. On the other
hand, OpenDNS depends on a voting mechanism to
measure the accuracy of categories. This presents a
new problem since the accuracy of the voting
mechanism itself is not measured. Untangle solves
the accuracy issue by relying onitstechnical support.
But as mentioned, such approach is not scalable.

To solveissuesregarding the accuracy of categories,
(Ravikumar, McAFee, & Tomkins, 2009) use the
same strategy offered by OpenDNS in their web
filtering system. However, they proposed to solve the
deficiency of OpenDNS (i.e., accuracy of the votes)
by having a system that rates the raters. Reputation
systems in MANETSs discussed earlier can be used
as a basis in developing such a strategy. Websites
categorized by registered users are treated as
contribution and votes made by others are treated as
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ratings. By adopting reputation systemsin MANET,
the contributors as well as the raters are encouraged
to cooperate.

Rater-Rating, a reputation system for a collaborative
web-based system, attempts to encourage
cooperation by adopting conceptsin MANET (Pantola
et al., 2010). It explores the use of a user-driven
reputation system that measures both the contributor
and rater reputation of users of a collaborative web
system. However, Rater-Rating is consensus
dependent. The effectiveness of the system relies
heavily/primarily on the opinion of the magjority. If the
number of malicious users are more than their good
counterparts, the reputation system can be
manipulated. In other words, the system can
mistakenly givemalicious usersahigh reputation value
relative to the reputation of good users.

THETULUNGANALGORITHM

This section discusses the algorithm Tulungan. The
discussion is divided into four sections; overview,
notation, tuple definition, and actual algorithm.

3.1 Overview

The agorithm considers several entities such as
URLSs, categories, users, contributions, and ratings.

A URL, w represents a webpage or website (e.g.,
www.nba.com). Each URL has a set of categories.

A category a specifies a category that a URL can
have such as porno- graphic site, violent site, search
engine, sports site, etc. A category for a particular
URL hasthree possible levels: positive (+) negative
(-), and unknown (0). As an example, if the URL
www.nba.com has a category of sports site with a
level a of positive, it means that www.nba.com is
categorized as a sports site. In the same way, if it
has a category of pornographic with a level of
negative, it means that www.nba.com is not a
pornographic site.

There are two types of URLsused inthealgorithm:
control and unverified. Thecontrol URLs are those
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URL swhose category levelsare known already (e.g.
a is positive or negative). Unverified URLs have
category levelsthat are unknown (e.g., o isunknown).

A user u provides contribution ¢ and rating r in the
algorithm.

The contribution provided by auser isintheform of
aURL, category, and answer. The answer represents
the level of the category that the user perceives that
the URL possesses. As an example, if a user
contributes the following: www.nba.com (URL),
violent site (category), and negative (answer), it
means that the user perceives www.nba.com as a
non-violent site.

The rating provided by auser isalsointheform of
a URL, category, and answer. However, unlike a
contribution, the answer inarating signifiesif arater
agrees or disagrees with the contribution. As an
example, if auser ratesthefollowing: www.nba.com
(URL), violent site(category), and negative (answer),
it meansthat the user disagreesthat www.nba.comis
anon-violent site.

Ratings performed by users are grouped into three
URLSs. Two of the URLs are controls while the third
one is unverified. The purpose of such grouping is
discussed in the succeeding sections.

3.2 Notation

Thedifferent entities (e.g., user and contribution) used
in the algorithm are tuples. A tupleis denoted by an
italicized small letter (e.g., uand c). A set of tuplesis
denoted by abold capital letter (e.g., U and C).

An element of atupleis referred by specifying the
symbol of thetuple, followed by adot (.), and followed
by the symbol of the element. As an example, to
refer to the contributor reputation (p¢ )of the user u,
thefollowing notationisused: u.pc.

Unlike elements which are preceded by the symbol
of thetuple, constantsare not preceded by any symboal.
As an example Pemax, Which is the maximum user
contributor reputation, isdenoted without the symbol
u.

Science Diliman (July-December 2011) 23:2, 17-39



Functions are denoted by characters followed by
parameters enclosed in parentheses (e.g., ¢s(s, a, t;,
tr) and R(u, s, a, t;, t¢)). Two types of functionsare
defined in this paper: functions that return a scalar
value and functions that return a set. Functions that
return ascalar vduesuch ascs(s, , t;, t;) useitalicized
small letters. Functions that return a set use abold
capital letter for its name such as R(u, s, q, tj, tf)).
Aside from this, the name of the function determines
the superset of the set returned by thefunction. Asan
example, R(u, s, a, tj, tf)). isafunction that returns
a set that is asubset of R.

3.3 Tuple Definition

The tuples used in this section are summarized in
Table 1.

Table 1. Tuple Definition

Name Symbol

user
URL category
contribution
potential rater
rating group
rating

SlQlo|o v |c

A user uisatuple defined as

u :<pC| pr, p0> (1)

where
pc contributor reputation
p, rater reputation
p, overal reputation

The value of the contributor reputation penalty
multiplier should satisfy the condition below.

Pcpm < L (2

Pcrm

This discourages contributors to randomly provide
contributions since arandomly made contribution has
a 50% chance of being correct.
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Table 2 summarizes the user-related constants used
in thisdocument.

Table 2. User-Related Constants

Symbol Description

Perm user contributor reputation
reward multiplier

Pcpm user contributor reputation
penalty multiplier

Pci initial user contributor reputa-
tion

Pcmax maximum user contributor repu-
tation

Pemin minimum user contributor repu-
tation

Prrm user rater reputation reward
multiplier

Pripm user rater reputation lazy
penalty multiplier

Pripm user rater reputation incor-
rect penalty multiplier

Pri initial user rater reputation

Prmax maximum user rater reputation

Prmin minimum user rater reputation

Similarly, thevalue of therater reputation lazy penaty
multiplier Pripmshould satisfy thefollowing condition.

peom < (i) o

This makes sure that even if only one of the three
URLSs (refer to the discussion of the rating group
tuple) that needs to be rated is incorrect, its
corresponding penalty is more than the effect of a
singlereward. Thiswill discourage malicious raters
tointentionally make therating of two URLscorrect
and the third one incorrect.

In addition, the rater reputation incorrect penalty
multiplier should be smaller than the rater reputation
lazy penalty multiplier (pripm < Pripm) in order to
encourage raters to rate.

A URL category sisa5-tuple defined as

S= < W,a,j ¢ r,0> 4)
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where
w URL
a category
j ¢ contribution reputation
j ¢ rétingreputation
a leve

Table 3 summarizes the URL category-related
constants used in this document.

Table 3. URL Category-Related Constants

Symbol | Description
j cat URL category contribution
reputation absolute threshold

j ret URL category rating reputation
credibility threshold
i rat URL category rating reputation
differencethreshold

A contribution cisa4-tuple defined as
c=<u,sa,t> )

where
u  user who provides the contribution
URL category
a  answer(i.e, +1 meanss.wiscategorized
ass.a, -1 otherwise)
t time the contribution was made

(72)

A potential rater pisa6-tuple defined as
p =< U, Weca, Web, Wx , ti, tf > (6)
u  user who can provide arating
weca 1st URL used as control
web  2nd URL used as control
wx  URL with unverified categories
ti time user is requested to rate
tt  expirationtime of request
A rating group gisa5-tuple defined as

g =< U, Wca, Wcb, Wx , t > @)
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where
u  user who providestherating
wea 1st URL used as control
web  2nd URL used as control
wx  URL withunverified categories
t time rating was made

Thegroup rating accuracy threshold &istheonly rating
group-related constant used in the algorithm.

Aratingr isatriple defined as
r=<g,sa> (8

where
g rating group
s URL category
a answer

3.4 Algorithm

Algorithm 1 enumerates the steps involved in the
Tulungan Reputation System.

Algorithm 1 Tulungan Algorithm

1 Initialize the contribution reputation j ¢, rating
reputation | r, and level a of all URL categories
sinS.

2 Initialize the contributor reputation Pc and rater

reputation Pr of user uand add it in U.

Allow all usersu to add contribution cin C.

Determine potential raters p and add themin P.

Allow al usersuthat are potential raterstoadd

rating groupgin G andratingrinR.

6 Update the rating reputation j r of all URL
categoriessin S.

7. Updatethe contributionreputationj c of all URL
categoriessin S.

8 Updatethelevel a of all URL categoriessin S.

9 Updatethe contributor reputation Pc of all users
uinU.

10: Update the rater reputation Pr of all usersuin

U.

11: Update the overall reputation Po of all usersu

inU.

o w
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1. Initialize the contribution reputation j c, rating

reputation| r, and level a of all URL categoriessin
S.

Sincethe URL categories sare not yet determined
(i.e., aisunknown), the contribution reputation|j c
and rating reputationj r of all URL categoriessin
S are initialized to 0. Aside from this, the URL
category level aisasoinitializedto 0to denotethat
the level for the URL category is unknown.

Sijc=0vseS (©)]
Sijr=0vseS (10)
s.0 = 0vs W (12)

. Initialize the contributor reputation Pc and rater
reputation Pr of user uand add it in U.

Unlike the contribution reputation and rating
reputation of the URL category, the contributor

reputation Pc and rater reputation Pr of anew user
uareinitialized to Pci and Pri

U.pc = Poi (12
u.pr = Pri (13)

Oncethereputation of user uisinitialized, itisadded
to U.

This step is performed everytime a new user
registersin the reputation system.

3. Allow all usersuto add contributioncin C.

All usersare allowed to contribute acontribution ¢
regardlessof his/her contributor and rater reputation.
However, the elements c.u and c.s of the
contribution c should have values that satisfy the
condition C(u, s) =@. Thisensuresthat aparticular
user uwill only contribute asingle contribution that
involvesaparticular URL category s. Thisprevents
usersfrom contri buting the same contribution.

C(u,s) ={clcu=LANcs=s} (14
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4. Determine potential raters p and add themin P.

Itisessential that the contributionsthat will berated
are prioritized such that those contributionswith a
higher probability of being correct areassigned with
enough raters. To have enough raters for
contributions involving aparticular URL wx and
time frame ti totf, the condition below must be
satisfied.

2Grct Eél. (p| U.pr )2

where pi e P(wx, ti, tf) 15
P(Wx, ti, tr) = { p/p.wx = WxU (16)
p-ti = ti 0

Pty = t}

In order to determine which contributions have
higher probability of being correct, the contribution
reputation of each contribution can be computed
(pleaserefer to step 7 on computing the contribution
reputation). However, since computing the
contribution reputation requires that the
contributionsare rated already, computationsthat
involve information on ratings are ignored.
Specifically, equations in step 7 that refersto the
rating reputation update condition (refer to Eg. 18)
assumes that z(s) results to a value of true.

5. Allow all users u that are potential raters to add

ratinggroup gin G andratingrin R.

Take note that the previous step determines the
contributionsthat aparticular user shouldrate. This
prevents a user from choosing a particular
contribution to rate. Thisdecreasesthe chancethat
aparticular user will intentionally and incorrectly
rateaparticular contribution (e.g., givinga+ltoa
wrong contribution just becauseit is contributed by
afriend).

Asidefromthis, for eachrating group, categories
of three URLs are rated (i.e., two control URLSs
Wea and web, and an unknown URL wx ). Thetwo
control URLSs, as the name implies, are used only
as controls. The URL categories of these controls
are actually known by the system. Since the URL
categories are aready known, the reputation
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system can determinealready if the ratings made
by a user tothecontrol URLs are correct. This
aids thereputation systemin gauging if auseris
performing therating seriously. If theratings of
the controls are wrong, then the reputation system
will assume also that the user’s rating for the
unknown URL isalsowrong. This approach is
based from reCAPTCHA, where in users are
asked to type thetwo words(i.e., an unverified
word and a control word) that are presented to
them (reCAPTCHA - Stop Spam, Read
Books[ Onling] , n.d.).

Similar to reCAPTCHA, the three URLs are
presented to the user for rating in away that the
user hasnoideawhich arethe controls and whichis
the unknown. Thisprevents maliciousratersfrom
making the rating of thetwo controlscorrect while
intentionally making therating of the unknown URL
wrong.

. Update the rating reputation j r of all URL

categoriessin S.

A summary of the functions that will be used in
computingtherating reputationis presented in Table
4.

The rating reputation j r of the URL category sis
computed asfollows:

17j w (s, ti, tr)
s

- if z(s)
o otherwise (17)

where
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ti initial timeto consider
tf  final timeto consider

The function rj w(s, ti, tf) computes thewinning
rating reputation. Users provide a set of ratings r
onaparticular URL category s. The set of ratings
isdivided into two groups: those that are positive
ratings (i.e., r.a =+1) and those that are negative
ratings (i.e, r.a =“1). The rating reputation of
both groups of ratings are computed. The higher
(and therefore the winning) rating reputation is
returned by the function rj w (s, ti, tf).

Take note that the function row (s, ti, tf ) servesas
the value of the rating reputation s. j r only if the
conditionsin z(s) are satisfied otherwisethe current
valueof s risretained. Thefunctionz(s) isdefined
as

29) = (rj w(s, ti, tr) > re))A

(rj w(s, ti,tt) -rji(s, ti, tt) >j ra)A  (18)
(rvw (s, ti, tt) = +1)

Table 4. Rating Reputation Function Description

Name Description

Z(s) rating reputation update con-
dition

row(s tj, tf) winning ratingreputation

ra (s, tj, tf) losing rating reputation

rew (s, tj, tf) winning rating count

r (s, tj, tf) losing rating count

rep(wy , tj, t) positive rating count

ren (st tf) negative rating count

re(s, a, tj, tf) rating count

v(Q) URL controlscorrect condition

ra(g, w) rating accuracy

rvw (S, tj, tf) winning rating vote

rsw (s ti, tf) winning rater reputation summa-
tion

rg (s tj, tf) losing rater reputation summation

rsp(s, ti, tf) positive rater reputation summa-
tion

rsn (s tj, tf) negative rater reputation summa-
tion

rs(s, a, ti, tf) rater reputation summation

The conditions are explained asfollows:

(i)

(if)

rjw(s,ti tf) > j ret

This ensures that therating reputation of the
winning rating row (s, ti, tf) iscredible enough to
be considered since it reaches the URL
category rating reputation credibility threshold
J ret.

rjw(sti,tt)-rj1(s ti,tt)>]rdt

This ensuresthat difference between the rating
reputation of the winning rating and the losing
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rating is large enough such that a false winner is
prevented. The URL category rating reputation
difference threshold qrdt is used to determine
if the difference is large enough.

(i) rvw (s, 4, tr) = +1
This ensures that the rating winning vote vw (s,
ti, ty) agrees with the contribution.

The winning rating reputation r¢w (s, 4, t7) is defined
as follows:

ifx>0

[log(x)y
otherwise

r‘pw(sy ti: tf)z—l 0

where (19)
X =7Cy (S, 1 tr)
Yy =rsw(s, ti ty)

This function uses the winning rater reputation
summation s, (S, t; tr). However, using this as the
only basis is not sufficient. A single malicious rater
that intentionally increase its rater reputation to
eventually cause problems in the future can manipulate
the value of r@, (5, #;, ty) if 75, (5, 1, t;) is the only
basis. To ensure thatno single user can manipulate
the result, the winning rating reputation function also
considers the winning rating count rc,, (s, ; ty. The
winning rating count is used as a parameter in a
logarithmic function to ensure two things. First, if the
count is less than 10 (e.g., only one rater), then the
effect of the rating is very small. As mentioned earlier,
this prevents few raters from manipulating the result.
Second, even if there are many new malicious users
(e.g., 20), the count is not enough to provide a
significant effect. This makes it harder for malicious
users to plan a Sybil attack since they still need to
increase their rater reputation before they have a
significant effect.
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The losing rating reputation 7 (5, #;, t;) is defined as
follows:

ifx>0
otherwise

lo
ot i) = 4 8(x) y

where 20)
x = refs, t; ty)

y =rsis, t;, ty)

The computation of the losing rating reputation is
similar to its winning counterpart.

The winning rating count rc,, (s, ; #;) as well as the
losing rating count rc; (s, ¢, t;) are computed by
comparing the positive and the negative rater
reputation summation. The rater count of the higher
rater reputation summation is returned by the winning
rating count function while the lower one is returned
by the losing rating count function. The two functions
are defined as follows:

J'rcp (s titg ifrsp(s 1t > rsp (s, 4, tp

rew (s titp = = en (s titp ifrsy(stitp>rsp(sty 1
0 otherwise

@n

“rep (s, t; tf) ifrsp (s, t; tjj <rsp(s t, lj)
rej (s, t, tf) = = rep(s t, tjj ifrsy (s, t;, tf) <rsp (s, t;, 119
1;0 otherwise (22)

The positive rating count rc, (5, ¢, t;) and its inverse,
the negative rating count rc, (s, t; I;), use the rating
count function re(s, a, t;, ty) to compute the number

of raters that provide positive and negative rating.
These functions are shown below.

rep (s, ti ty) =re (s, +1, 4, 1) (23)

rep (s, Gty ) =rc (s, -1, t ) (24)

The rating count function rc(s, a, t;, ;) is indicated
below.

re(s, o, 4, 1f) =|Ug (s, a, ti, tf) | (25)
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The rating count function simply counts the num-
ber of elements returned by the Uy (s, q, tj, tf)
function.

The Uy (s, 0, tj, tf) function returns a set of users
that rated the URL category s with an level a.
Thisfunctionisdefined asfollows

Ur (s, o, tj, tf ) = {ul R(u, s, o, tj, tf ) = &}
(26)

The function R(u, s, q, tj, tf) is utilized by the
function above. Thisfunctionreturnsall ratingsrated
by user u, and rated the URL category s with an an-
swer a. Thisfunction isdefined bel ow.

R(u, s, a, ti, tf ) ={r/rg.u= uA
r.s= SA
ro= oA (27)
r.g.t [t .tf)A
v(r.g)}

The R(u, s, q, tj, tf ) function ensures that only rat-
ings that correctly answered the control URLs(i.e.,
r.g.wWcg and r.g.wch) are considered. Thisischecked
by the function v(g) shown below.

v(g) = ra(g, g-wea) = BU ra(g, gweh) = B (28)

The function above is based on the rating accuracy
ra(g, w) of the two control URLs: g.w,, and
0.Wep. The rating accuracy for both controls are
compared to the group rating accuracy threshold

B.

The rating accuracy ra(g, w) function is indicated
beow.

. |Rc0rrect(g,W)| H
ra(g, w) = a1 [Rai@w)[>0 (o
0 otherwise

The function considers the number of correct rat-
ings performed on a particular URL w in a rating
group g. This can be accomplished by getting the
number of elements of the set below.
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Reorrect(@, W) = {r/r.g = gA

r.Sw = W (30)
r.s.o0 - 0A
r.s.a=r.o}

Aside fromthis, it also considersal theratings (i.e.,
correct and incorrect) onthe same URL w inthe same
rating group g. Similarly, thisisaccomplished by get-
ting the number of elements of the set below.

Rai(g, w) ={r/rg=gA
r.S.W = WA (31)
r.s.ox 0}

The winning rating vote rwy (s, tj, tf ) determines
which group of rating (i.e., positive or negative) has
the higher rater reputation summation. The function
isdefined bel ow.
HLlifrs, (s, i, t) > sy (S, t, ty)
MV (S, i 1) = =1 if rsq (s, ti, tr) > rsp(s, ti, tr) (32)
0 otherwise

Thewinning rater reputation rs,, (s, tj, t;) returnsthe
rater reputation summeation of the winning rating
vote. The function isshown below.

| rsp(s. tj. tf) if rsp (s, i, t) > rsn (s, tj, t)
SwS )= rg(s ti t)  if rsy (st t) > rsp (S i, tf)
|,O otherwise

The losing rater reputation rs|(s, tj, tf ) provides the
opposite result of the winning rater reputation. The
functionisdefined asfollows:

[ rsp(s, ti, tf) if rsp (s, tj, tf) <rsn (s, b, tf)
L rsn(s tj, tf) if rsn (s, tj, tf) <rsp (s, tj, tf)
L0 otherwise
(34)

Thefunctions s, (s, t, t) and rsp(s, tj, tf), which are
the positive and negative rater reputation summation
functions, respectively, usetherater reputation sum-
mation function rs(s, a, tj, ty) to compute the summa-
tion of therater reputation of ratersthat provide posi-
tiveand negativerating. Thesefunctionsare defined
below.

rs| (s, tj, tf) =

rsp(s, ti, tf) = rs(s, +1, tj, tf) (35

rsn(s, ti, tf ) = rs(s, -1, tj, tf) (36)
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The rater reputation summation rs(s, q, tj, t;) is de-
fined bel ow.

rs(s, o, ti, tr) = § (ui.pr )2
where uje Ur (s, a, ti, tf) (37

Instead of adding only the rater reputation of the
users (Uj.pr), their square ((ui.pr)z) are added.
This makes theeffect of low (i.e., reputation less
than 1) reputation less significant and inthe same
way increases the effect of high reputation (i.e.,
reputation greater than 1).

7. Update the contribution reputation j ¢ of all URL
categoriessin S.

A summary of the functions that will be used in
computing the contribution reputation is presented
inTableb.

Thecontribution reputationj ¢ of the URL category
sisequal to thewinning contribution reputationgj
(s, tj, t;). However, two conditions must be satis-
fied beforethewinning contribution reputationis
used:

Table 5. Contribution Reputation Function Description

Name Description

¢ w(s tj,tf) [ winning contribution reputation

cCw (S, tj, tf) | winning contribution count

ccl (s, tj, tf) |0sing contribution count

CCp (S, tj, tf) positive contribution count

CCn (S, tj, tf) negative contribution count

cc(s, a, tj, tf) | contribution count

cvy (S tj, tf) | winning contribution vote

csy (S, tj, tf) winning contributor reputation summation

cy (s, 1, tf) losing contributor reputation summation

CSp (S, tj, tf) positive contributor reputation summation

csn (S tj, tf) negative contributor reputation summa-
tion

cs(s, a, tj, tf) | contributor reputation summation

Z(s) and the current contribution reputation of the URL
category s.j ¢ should be less than the URL category

contribution reputation absol utethresholdj 5 .

G w(s i, te)

SJ c— |.‘5] c

If S‘J C< J cat L\JZ(S)

otherwise (38)
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Thewinning contribution reputation ¢j w (S, tj, tf) is
defined asfollows:

ifx>0

_{[log®]* y
t) _{ 0 otherwise

¢ w (s ti,
where (39)
X = cow (S tj, tf)
y = csw (S, ti, tf)

The equation above uses another function cs,(st;,
ty), which is the winning contributor reputation sum-
mation. However, using this as the only basis is not
sufficient. A single malicious contributor that inten-
tionally increase its contributor reputation to eventu-
aly cause problems in the future can manipulate the
value of ¢j (s, tj, tf), if csu(s, t, tf) isthe only basis.
To ensure that no single user can manipulate the re-
sult, thewinning contribution reputation function also
considersthewinning contribution count cc,(s, t;, t;).
Similar toitsrating counterpart, the winning contribu-
tion count isused asaparameter in alogarithmic func-
tion to ensure two things. Firgt, if the count is less
than 10 (e.g., only one contributor), then the effect of
the contribution is very small. As mentioned earlier,
this prevents few contributors from manipul ating the
result. Second, even if there are many new mali-
cious users(e.g., 20), the count is not enough to pro-
vide a significant effect. This makes it harder for
malicious usersto plan a Sybil attack since they still
need to increase their contributor reputation before
they have a significant effect.

The winning contribution count cc,(s, tj, t;) and
losing contribution count cs(s, tj, t;) are computed by
comparing the positive and the negative contributor
reputation summation. The contributor count of the
higher contributor reputation summation is returned
by the winning contribution count function whilethe
lower oneisreturned by thelosing contribution count
function. The two functions are shown below.

[ecp(s tj, tf)  if cop(s, tj, tf ) > con(s b, tf)

cow (S tj, t) = - &Cn (S ti, t)  if con (s, tj, tf) > ccp (S, b, t)
) otherwise (40)

ccp(s ti, ) if ccp (s tj, tf ) < con(s, ti, tf)

cq (s, tj, tf) = cn (s tj, tg)  if con (s tj, tf) <ccp (S, tj, tf)
0 otherwise (41
29
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The positive contribution count ccp (5, ¢, 1p) and
negative contribution count ccy (s, ¢, 1f) functions
use the contribution count function cc(s, o, ¢, ip to
compute the number of contributors that provide
positive and negative contributions. These functions
are defined below.

ccy(s, b, tr) = cc(s, +1, 1, t) (42)
CCn (s, 8y t) =cc(s, ~1,¢, ty (43)

The contribution count function cc(s, a, ¢} tp) is de-
fined below.

ce(s, a, t, 1) = | U(s, a, tisty) | (44)

The contribution count function simply counts the num-
ber of elements returned by the Uc(s, o, ti, tf) func-
tion.

The Ug(s, a, tj, tf) function returns a set of users
whose contribution involved URL category s, answered
a, within the time frame ¢; to If.

Uc(sa a, ti9 tf) = {ul C(ll, S, a, ti9 tf) i@} (45)

The function C(u, s, a, tj, tf) is utilized by the
function above. This function returns all contribu-
tions contributed by user #, pertaining to URL cat-
egory s with an answer o. This function is defined
below.

C(u, s, o, tiy tf) = {c/c.u = un

C.§ = SN
C.0 = OA
c.t [tj .tf)} (46)

The winning contributor reputation csyy (5, ¢}, 1y) re-
turns the contributor reputation summation of the win-
ning contribution vote. The function is defined below.

csp(s, t, tjj if Sp (s, tj, tf) > cesp(s, b, tf)
esn (st tp ifesy (s 4 19 > csp (5, 4, 1

0 otherwise (47)

csw (s b, th =
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The losing contributor reputation cs; (s, ¢;, 1p) pro-
vides the opposite result of the winning contributor
reputation. The function is shown below.

espls, bty ifesp (s, 4y, th < csy(s, 4, tp
csp (s bty ifesy (st tg <csp (s, b tp

0 otherwise (48)

sy (s, b 1 =

The functions csp (5, 1;, 1) and csy (5, 1, 1y, which
are the positive and negative contributor reputation
summation functions, respectively, use the contribu-
tor reputation summation function cs(s, a, f;, fto
compute the summation of the contributor reputation
of contributors that provide positive and negative con-
tribution. These functions are defined below.

esp(s, i, 1P = cs(s, +1, 4, 7 (49)

csn (s, ti, 1 = cs(s, ~1, 4, 1y (50)

The contributor reputation summation cs(s, a, ¢, i is
shown below.

cs(s, a, ti, 1) = E(ui.pc)2
w here ug Ue (s, a, ti, tf) (&2))]

Similar to its rating counterpart, instead of adding only

the contributor reputation of the users (u;.pc) their
RV

square ((uj.pc)~) are added.

8. Update the level a of all URL categories s in S.

The level a of the URL category s is equal to the
winning contribution vote cvy, (5, ¢, 1g). Similar to
the ¢ of the URL category s, the condition involv-
ing z(w) and the URL category contribution repu-
tation absolute threshold gg4; must be met.

sa=] W i) s < Goar nw)
1 s.a otherwise (52)

The winning contribution vote winning contribu-
tion vote cvy (5, ¢}, tg) determines which group of
contribution (i.e., positive and negative) has the
higher contributor reputation summation. The func-
tion is defined below:
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‘/+1 if csp (S, ti, tf) > csn (S, tj, tf)
Cvw (S, ti, tF) =< -1 if csn (s, ti, tf) > csp(s, ti, tf)
‘0 otherwise (53)

9. Update the contributor reputation pc of al usersu
in U. The contributor reputation pc of user uiscom-
puted asfollows:

‘Perm  if ¢ .o = cs.oU
cs.aZ0
upec = u.pO<perm if ¢ .aZcs.au (54)
[ cs.aZ0
1 otherwise

L

where cie C(u, ti, tf)

To update the contributor reputation, contributions
made by user u are considered. In addition, only
contributions whose URL category sis classified
(i.e, c.s.a ™ Q) are considered. If cj.0 matches
c.s.0, then the contribution is considered correct
and the user isrewarded by increasing its contribu-
tor reputation by multiplying it with the user con-
tributor reputation reward multiplier pcym. Other-
wise, itispenalized with the user contributor repu-
tation penalty multiplier pcpm.

To ensure that the contributor reputation iswithin
therange, it is compared with the maximum user

contributor reputation pemax and the minimum user
contributor reputation pcmin as shown below.

u.pc = max(pcmin, Min(pcmax, U.pc))  (55)

To get the set of contributions made by a particular
user u, thefollowing function isused:

C(u, tj, tf) ={clcu=uUcte [t ..t}  (56)
10.Update the rater reputation py of all usersuin U.

The rater reputation pr of user u is computed as
follows:

u.pr = u.prO rp(pi)
|

where pie P(u, ti, tf) (57)
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Similar to the contributor reputation, to ensure that
therater reputation iswithintherange, it iscompared
with the maximum user rater reputation prmax and
the minimum user rater reputation prmin as shown
bel ow.

u.pr = max(prmin, Min(prmax. U.pr )) (58)

To update the rater reputation, the potential rat-
ings that should be made by user u are consid-
ered. These potential ratings may be derived from
the subset of P and isdefined in thefollowing func-
tion:

P(u, ti, tf) = {pl p.u=uU
ptie [t ..t )U (59)
p.tfe [t ..tf)}

Each potential rating isexamined if the user did
infact performtherating. If thepotential ratingis
not found in G, then it means the user failed to
rate. The userispenalized by multiplyingitscur-
rent rater reputation with the user rater reputation
lazy penalty multiplier prjpm. The penalty multi-
plieriscubed ((pripm)~) sinceinasingle potential
rating, three URL s need to berated (i.e., wcg, Wb,
and wy). If the user successfully rated, itsratingis
examined. Thisprocessissummarized inthetwo
function bel ow.

rm(gi)  if{glgsGU m(g, p)} £
") = (oripm)®  otherwise

where gie GUM(gi, p)

m(g, p) = (gi.wca = p.wca)U
(9i-wch = p-wch)U (61)
(gi.wx = p.wy)U
(g.u= p.u

The function rm(g) isused to examine therating.
The three URLsinvolved intherating are exam-
ined separately.

rm(g) = rme(g, g-wea)rme(g, g-ch)iOFmX(fi ) 62)

whererj eR(g, g.wx)
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The function rmc(g, w) is used to examine the
two control URLs. It smply checksif the rat-
ing accuracy ra(g, w) meets the group rating
accuracy threshold B. If it is greater than or
equal the threshold, the user is rewarded by
multiplying its rater reputation with the user
rater reputation reward multiplier prrm. Oth-
erwise, it is multiplied with the user rater
reputation incorrect penalty multiplier pripm:.

if ra(g, wg B

otherwise (63)

|,0rrm
rme(g, w) = -
Iﬂripm

Similar to rmec(g, w), thefunction rmx(r) exam-
ines the unverified URL. However, sinceit isun-
verified, itisnot appropriate torely ontherating
accuracy function ra(g, w). The set of ratings that
isrelated to rating group g and the unknown URL
wy must be considered. Thiscan bederived using
thefunction below.

R(g,w) = {r/r.g=gUrsw=w} (64)

For eachratingr in R(g, g.wy), auser isrewarded
or penalized based ontherwy (r.s, tj , tf), which is
thewinning ratingvote. Thisisdefinedinthefunc-

tion below.

|"'Prrm if rvy.(r.s tj, tf)=r.aU
- rvw (r.s, ti, tf)#0 (65)

rx(r) = -
| pripm  otherwise

11.Update the overall reputation pg of al usersuin
u.

Tulungan ensuresthat if auser failsto be good in
at least one of itsroles as a contributor and rater,
itsoverall reputation will be affected. Thisisac-
complished by getting the product of the contribu-
tor and rater reputations of auser. Asan example,
if auser is good as a contributor and has a high
contributor rating, butis delinquent in being a
rater and thus gets a low rater rating, the user’s
overal reputationisalsolow.

Theequationin deriving the overall reputation of a
user is shown below.

U.po = O U.pcULDy (66)

32

EVALUATION OF THE REPUTATION
SYSTEM

4.1 Evaluation Set-up

The system is evaluated using a simulation. The
different types of users are modelled based on the
behaviour they are expected to have. The behaviour
of auser is dictated by the type of contributor and
rater he or sheis. A contributor or arater can either
be good or bad (i.e., lazy, deviant, and malicious).

The behaviour of the different types of contributors
and raters are discussed below.

A good contributor provides correct categorization of
URLs most of the time. In the simulation, there is
only 1 in 5000 chances agood contributor providesa
wrong contribution.

A lazy contributor randomly chooseswhether aURL
fallsunder aparticular category. Asan example, a
URL that has pornographic content has a50% chance
of being categorized as pornographic.

A deviant contributor providesincorrect categorization
of URLsmost of thetime. It hasa1in 5000 chances
of providing acorrect contribution.

A malicious contributor has the same behaviour as
thedeviant contributor.

The behaviour of the different types of raters are
modelled similarly to their contributor counterpart.
However, instead of providing contribution, theraters
rates the contributions made by the contributors.

Only the maliciousrater ismodelled differently from
its contributor counterpart. Since the rating process
requires rating the URL categories of three URLs
(i.e.,, two control URLs wca and web, and an
unknown URL wx ), amalicious rater needsto rate
correctly thetwo control URLsand intentionally make
anincorrect ratingfor the unknown. Giving acorrect
rating for the control URLsis essential, otherwise,
thereputation system can detect that therater isgiving
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awrong rating and may be doing something ma-
licious. However, since the malicious rater has no
idea which of the three URLs are the controls and
the unknown, it needsto makeaguess. Thereislin
3 chances that a malicious rater will correctly guess
which istheunknown URL. Therefore, it also has1
in 3 chances of being successful in giving a wrong
rating for the unknown URL while remaining
undetected by the reputation system.

To keep track of the user type (e.g., agood contributor
and rater), the simulation uses two fields,
contributor_type and rater_type, for each user. This
isessential to determine the contribution and rating
behaviour that auser will perform in the simulation.
However, these fields are not used in the actual
computation of the contributor, rater, and overall
reputation of each user.

The simulation does not only cover the Tulungan
reputation system but aswell as Rater-Rating in order
to compare the two systems in terms of
differentiating good and bad users based on their
reputation calculation. Thesimulationisdivided into
four (4) partsasillustrated in Table 6.

Table 6: Simulation Experiments

Typeof Usersinvolved | Rater-Rating | Tulungan
Good vs. Bad Part 1 Part 2
Good vs. Malicious Part 3 Part 4

For each part, the simulation is executed with a
varying percentage of good users relative to their
bad counterpart. It startswith 5% good users and
95% bad (in the case of the 3rd and 4th part of the
simulation, only the malicious users are used among
the bad users). It is executed again with10% good
and 90% bad users. Thisisrepeated with anincrement
of 5% inthenumber of good usersuntil the percentage
of good users reach 95%.

For each execution, the simulation is composed of 500
usersand runsfor 366 simulated days (i.e., January 1
to December 31). Everyday, each user in the
simulation providesone contribution. Onthe 1st day
of each month, the potential raters are determined
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by the reputation system. On the 2nd day of each
month, each user provides a rating based on the
potential rater list generated on the 1st day. On the
28th day of each month, the contributor reputation
(pc) and rater reputation (pr) of all the users are
determined. At the end of the 366th day, the average
of the contributor reputation, rater reputation, and
overall reputation of all the good usersis computed.
The same thing isdone with the reputation of each
type of bad user. To get the average reputation for
each user type, the fields contributor_type and
rater_typeare used. Take notethat fieldsare used
in getting the averge reputation and not in the
computation of individual reputation of the users.

The maximum user contributor reputation (Pcmax)
and rater reputation (prmax) are both set to 10.0.
Similarly, the minimum user contributor reputation
(pcmin) and rater reputation (prmin) are both set to
0.001. Theinitial user contributor reputation (pci) and
rater reputation (pri) are both set to 0.5.

4.2 Results and Analysis
4.2.1 Goodvs. Bad Users (Parts1 and 2)

Figures 1a, 1c, and 1e are the results of good versus
bad users using Rater- Rating reputation system (part
1 results). This can be compared with Figures 1b,
1d, and 1f, which aretheresults of good versus bad
users using Tujunga reputation system (part 2
results).

Thecontributor reputation and rater reputation of good
usersin part 1 are dependent on their number. The
more good usersthereare, the higher their reputation
compared to the bad users. Before the ssimulation
result was avail able, it was expected that 50% of good
usersisneeded to overcomethe reputation of the bad
users when Rater-Rating is used. However, as seen
inFigures laand 1c, only 40% of good usersisneeded
inorder to givethe former ahigher reputation relative
to their deviant and malicious counter- part. This
relatively good performance of Rater-Rating can be
attributed to the presence of lazy users. Since the
lazy users randomly choose the category of URLS
and randomly rate contributions, there may be cases
that the contribution and rating done by lazy users
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support the contributions and rating made by good
users.

Whenit comesto Tulungan, the contributor reputation
of good users are aready higher than their bad
counterpart when there are only 25% good users
(refer to Figure 1b). In addition, even if there are
only 5% good users, therater reputation of good users
arealready higher than thelazy, deviant, and malicious
users. Thiscan be seen in Figure 1d.

There are cases where the rater reputation of good
usersin Rater-Rating and Tulungan decreases to a
certain level (e.g., when there are 70% and 85%
good users). This canbeattributed to the composition
of potential raters (e.g., aset of good raters are
grouped with some bad users to rate a particular
unknown URL). Aside fromthis, good raters have a
1 in 5000 chance of making incorrect rating which
may contributed to the decrease in rater reputation.

In terms of overall reputation, when thereis at least
60% bad users, the minimum average overall
reputation given by Rater-Rating to deviant and
malicioususersis1.5andit goesashighas4 (refer to
Figure 1e). Tulungan, on the other hand, limits the
overall reputation to less than 2.5 even if there are
only 25% good users. This can be seen in Figure 1f.

Although Rater-Rating alows good usersto outperform
the deviant and malicious usersevenif there areless
than 50% good users (i.e., only 40% good users are
needed), this can be attributed to the presence of lazy
users, asexplained earlier. Inorder to confirmthis,
the good users are compared against only their
malicious counterpart in parts 3 and 4 of thesimulation.

4.2.2 Goodvs. Malicious Users (Parts 3 and 4)

Figures 2a, 2c, and 2e aretheresults of good versus
malicious users using Rater-Rating reputation system
(part 3 results). This can be compared with Figures
2b, 2d, and 2f, which are the results of good versus
malicioususersusing Tulungan reputation system (part
4 results).

As expected, the contributor reputation and rater
reputation of good usersin part 3 are dependent on
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their number. The more good users there are, the
higher their reputation compared totheir malicious
counterpart. It can be noted in Figures 2a and 2c,
both the contributor reputation and rater reputation
of the good users are lower than the malicious users
when the population of good usersisless than 50%.
This means that the Rater-Rating reputation system
is effective only when the good users are more than
themalicious users.

Inpart 4, asignificant improvement in the contributor
and rater reputation can be seen when the Tujunga
reputation system isused. Asseenin Figures2b and
2d, even if there is only 1 good user for every 3
malicious users (or 25% good users), the Tujunga
reputation system s still effectivein giving the good
users a higher reputation than their malicious
counterpart.

Similar to parts 1 and 2, there are cases where the
rater reputation of good users in Rater-Rating and
Tujunga decreasesto acertainlevel (e.g., whenthere
are 85% good users in Rater-Rating and 50% and
65% in Tulungan). This can be attributed to the
composition of potential ratersandthe smadll possibility
of good ratersin making incorrect rating.

In terms of overall reputation, when there are more
malicious users compared to good users, the minimum
average overall reputation given by Rater- Rating to
malicioususersis3.7 and it goesashigh as6.2 (refer
to Figure 2e). Tulungan, ontheother hand, limitsthe
overall reputation of malicious users to less than 1
even if there are only 25% good users. This can be
seen in Figure 2f.

CONCLUSIONAND FUTUREWORK

The simulation shows that Tulungan is capable of
distinguishing good usersfromtheir bad counterpart
even if mgjority of the population of usersare bad.
When good users are pitted against malicious users,
Tulungan requires only 25% good users to be
effective. Thisisa 100% improvement relative to
Rater-Rating that requires 50% of the population to
be good.
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In terms of overall reputation, Tulungan limits the
reputation of bad users (i.e., lazy, deviant, and
malicious) to 2.5. This is 37.5% less than Rater-
Rating where the overall reputation of bad users can
goashighas4. Inaddition, when the good usersare
compared against only to their malicious counterpart,
the discrepancy of Tulungan and Rater-Ratingiseven
more evident. Tulungan limitsthe overall reputation
of malicious usersto 83.88% less than Rater-Rating.
In Tulungan, malicious users have a maximum
average of overall reputation of lessthan 1, regardless
of their percentage in the total user population. On
the other hand, Rater-Rating allows malicious users
to get an overall reputation of 6.2.

Tulungan can be used to effectively categorize the
URLSs of websites with- out the under- and over-
blocking issues of the automatic approach aswell as
the scalability issue of thetraditional manual method.
Moreimportantly, the systemisstill effectiveeven if
the number of good usersinvolved inthe categorization
is fewer than their bad counterpart.

Although Tulungan isconsensus-independent, it may
be possible to manipulate this reputation system if
thebad userscollude. Animprovement in Tulungan
can be made in order to address scenarios when bad
users create multiple accounts (e.g., phantom
accounts). Such situation allows these multiple
accounts to have a coordinated attack towards
Tulungan, and as a result, these multiple accounts
may be given ahigh reputation val ue by the reputation
system.

REFERENCES

Adler, B. T., & Alfaro, L. de. (2007). A content-driven
reputation systemfor thewikipedia. InProceedings of the
16th International Conference on World Wde Web (pp.
261-270). New York, NY, USA: ACM. Available from http:/
/doi.acm.org/10.1145/1242572.1242608

Adler, B. T., Alfaro, L. de, Pye, I., & Raman, V. (2008).
Measuring authorcontributions to the Wikipedia. In
Proceedings of the 4th International Symposium on Wkis
(pp. 15:1-15:10). New York, NY, USA: ACM. Available
from http://doi.acm.org/10.1145/1822258.1822279

Science Diliman (July-December 2011) 23:2, 17-39

TULUNGAN: A Consensus-Independent Reputation System

Adler, B. T., Chatterjee, K., Alfaro, L. de, Fadla, M.,
Pye, I., & Raman,V. (2008).Assigning trustto Wikipedia
con- tent. In Proceedings of the 4th International
Symposium on Wkis (pp. 26:1-26:12). New York, NY,
USA: ACM. Available from http://doi.acm.org/10.1145/
1822258.1822293

Bansal, S.,, & Baker, M. (2003). Observation-based
Cooperation Enforcement in  Ad hoc Networks.
Available from http://arxiv.org/abs/cs/0307012

Bertino, E., Ferrari, E., & Perego, A. (2010, September). A
Genera Frame- work for Web Content Filtering. World W de
Web, 13, 215-249. Available from http://dx.doi.org/10.1007/
s11280-009-0073-5

Bertino, E., Ferrari, E., Perego, A., & Zarri, G.P. (2005).
An integrated approach to rating and filtering web
content. In Proceedings of the 18th international
conference on Innovations in Applied Artificial
Intelligence (pp. 749-751). London, UK: Springer-Verlag.
Availablefrom http://dx.doi.org/10.1007/11504894 104

Broersma, M. (2008, February). OpenDNS shows off
collaborative Web filter. Available from http://
www.computerworld.com/s/article/9063362/ OpenDNS
shows off collaborative Web filter

Buchegger, S., & LeBoudec, J.-Y. (2002a). NodesBearing
Grudges: To- wards Routing Security, Fairness, and
Robustness in Mobile Ad Hoc Networks. In Proceedings
of the Tenth EuromicroWorkshop on Parallel, Distributed
and Network-based Processing (p. 403-410).

Buchegger, S., & Le Boudec, J.-Y.(2002b). Performance
analysis of the CONFIDANT protocol. In Proceedings of
the 3rd ACM international symposium on Mobile ad
hoc networking & computing (pp. 226-236). New York,
NY, USA:ACM. Availablefromhttp://doi.acm.org/10.1145/
513800.513828

Chesney, T. (2006, November). An empirical examination
of Wikipedia’s credibility. First Monday, 11 (11).
Availablefrom http://www.firstmonday.org/issues/issuell
11/chesney/ index.html

35



Pantola, A.V., et a

Cross, T. (2006, September). Puppy smoothies. Improving
thereliability of open, collaborative wikis. First Monday,
11 (9). Available from http://firstmonday.org/issues/
issuell 9/cross/index.html

Douceur, J. R. (2002). The Syhil Attack. In Proceedings
for the 1st Inter- national Workshop on Peer-to-Peer
Systems (IPTPS), 251-260.

Ebner, M., & Zechner, J. (2006). Why is Wikipedia so
successful? Experiences in establishing the principlesin
Higher Education. Proceedings of I-KNOW 06, 6th
International Conference on Knowledge Management,
ACM Press.

Following the crowd [Onling]. (2008, September).
Available from http://mww.economist.con/node/11999251

Gray, C. (2010, December). Launching a Collaboration
or Content Management System: 8 Tricks for Adoption
[Onlineg]. Available from http://www.forumone.com/
blogs/post/launching-collaboration-or-content-
management-system-8-tricks-adoption

Hoffman, K., Zage, D., & Nita-Rotaru, C. (2009, December).
A Survey of Attack and Defense Techniques for
Reputation Systems.  ACM Comput. Surv., 42, 1:1-
1:3. Available from http://doi.acm.org/10.1145/
1592451.1592452

Howe, J. (2006, June). Crowdsourcing: A Definition
[Online]. Available from http://crowdsourcing.
typepad.com/cs/2006/06/crowdsourcing_ a.html

Hu, J.,, & Burmester, M. (2006). LARS: alocally aware
reputation system for mobile ad hoc networks. In
Proceedings of the 44th annual South- east regional
conference (pp. 119-123). New York, NY, USA: ACM.
Availablefrom http://doi.acm.org/10.1145/1185448.1185475

IETF MANET Working Group. Mobile Ad Hoc Networks
(MANET). Working Group charter [Onling]. (n.d.).
Available from http://www.ietf.org/html.charters/manet-
charter.html

36

Johnson, D. B., Maltz, D. A., & Broch, J. (2001). DSR: The
Dynamic Source Routing Protocol for Multi-Hop Wireless
Ad Hoc Networks. In Ad Hoc Networking, edited by
Charles E. Perkins, Chapter 5 (pp. 139-172). Addison-
Wesley.

Kennes, J., & Schiff, A. (2003, January). The Value of a
Reputation System (Industrial Organization No. 0301011).
EconWPA. Available from http://ideas.repec.org/p/wpal
wuwpio/0301011.html

Marti, S., Giuli, T. J, Lai, K., & Baker, M. (2000).
Mitigating routing misbehavior in mobile ad hoc
networks. In Proceedings of the 6th Annual International
Conference on Mobile Computing and Networking (pp.
255-265). New York, NY, USA: ACM. Availablefrom http:/
/doi.acm.org/10.1145/345910.345955

Michiardi, P, & Molva, R. (2002). CORE: A Collgborétive
Reputation Mechanism to enforce node cooperation in
Mobile Ad hoc Networks. In Proceedings of the IFIP
Communication and Multimedia Security Conference.

Netcraft - Internet Research, Anti-Phishing and PCI
Security Services[On- ling] . (n.d.). Availablefrom http://
www.netcraft.com

Noll, M. G, & Meinel, C. (2005). Web Page Classification:
An exploratory study of internet content rating systems.
In Proceedings of HACK 2005 conference.

Noll, M. G, & Meind, C. (2006). Design and Anatomy of
a Social Web Filtering Service. In Proceedings of 4th
International Conference on Cooperative Internet
Computing (pp. 35-44).

Noll, M. G, & Meind, C.(2008).Building a Scalable
Collab-orative Web Filter with Free and Open Source
Software. In Proceedings of the2008 |EEE International
Conference on Signal Image Technology and Internet
Based Systems (pp. 563-571). Washington, DC, USA: IEEE
Computer Society. Availablefromhttp://dx.doi.org/10.1109/
SITIS.2008.27

Science Diliman (July-December 2011) 23:2, 17-39



OpenDNS - Solutions - Business/Enterprise - Web
Content Filtering [Onling] . (2008). Availablefrom http:/
/www.opendns.com/sol utions/busi ness/filtering/

Pantola, A. V., Pancho-Festin, S., & Salvador, F. (2010).
Rating the Raters. A Reputation System for Wiki-Like
Domains. In Proceedings of the 3rd international
conference on Security of information and networks
(pp. 71-80). New York, NY, USA: ACM. Available from
http://doi.acm.org/10.1145/1854099.1854116

Perkins, C.E., & Royer, E. M. (1999, February). Ad-hoc On
Demand Distance Vector Routing. In Second IEEE
Wbrkshop on Mobile ComputingSystems and Applications
(p. 99-100).

A Radically Smpler Approach to Web Content Filtering
and Security [ White paper] . (n.d.). Available from http://
www.opendns.com/support/whitepapers/?

Ravikumar, S., McAFee, R. P, & Tomkins, A.
(2009, April). Community-Based Web Filtering. Available
from http://mww.freepatentsonline.com/20090112974.pdf

reCAPTCHA - Sop Spam, Read Bookg[ Onlin€g]. (n.d.).
Available from http://www.google.com/recaptcha/

Reddit.com: Help [Online]. (n.d.). Available from http://
www.reddit.com/help/fag

Some eBay Users Abuse Auction Site’s Feedback
System, Professor Finds [Onling]. (2007, January).
Available from http://www.physorg.com/
news87832472.html (Haas School of Business, UC Berkeley)

Science Diliman (July-December 2011) 23:2, 17-39

TULUNGAN: A Consensus-Independent Reputation System

Steiner, D. (2003, January). Survey: How do
Users Feel About eBay’s Feedback System? Auction
Bytes. The Independent Trade Publication for Online
Merchants. Available from http://www.auctionbytes.com/
cab/abu/y203/m01/abu0087/s02

Trivedi, A. K., Arora, R., Kapoor, R., Sanyal, S., Abraham,
A., & Sanyal, S. (2009). MobileAd Hoc Network Security
Vulnerabilities. 1GI Global.

Untangle - Multi-functional  firewall Software - Open
Source Content Filter and Spam Filter [Online]. (n.d.).
Availablefrom http://www.untangle.com

Untangle- Web Filter submission tool [Onling]. (n.d.).
Available from http://forums.untangle.com/web-filter/2143-
web-filter- submission-tool.html

Untangle - WebFilter Technical Specifications [Onling] .
(n.d.). Available from http://www.untangle.com/\Web-Filter/
Tech-Specs

Wkipedia, the free Encyclopedia [Onling]. (2001).
Available from http://www.wikipedia.org

Yeo, E., Fang, R., Dineen,B.R., & Yao, X. (2009, December).
Effects of customer feedback level and (in)consistency on
new product acceptance in the click-and-mortar context.
Journal of BusinessResearch, 62 (12), 1281-1288.

Zittrain, J. (2008). The Future of the Internet-And
How toSop It (No. 36).Yae University Press.
Available from http://www.amazon.com/Future-Internet-
How-Stop/dp/0300151241

37



Pantola, A.V., et a

Contributor Reputation
RS e D
ﬂﬂbﬂuhu\-ﬂ-‘g

Contributor Reputation

(a) Contributor Reputation using Rater- (b) Contributor Reputation using Tulungan
Rating

Rater Reputation

e b G e L S - OB ‘B

Rater Reputation
@ G e B

% of Good Contributors/Raters % of Good Contributors/Raters

(c) Rater Reputation using Rater-Rating (d) Rater Reputation using Tulungan

Overall Re putation

[ W N -'\-l-\.g

Overall Reputation

@ W e B

L] Cuats ; ; = Cnls
(e) Overall Reputation using Rater-Rating (f) Overall Reputation using Tulungan

User Legend: O - good A -lazy 0O - deviant X - malicious

Figure 1: Good versus Bad Users: Rater-Rating Reputation System Results (left figures: a, ¢, e) and Tulungan Reputation
System Results (right figures: b, d, f)
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